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Abstract

Metabolomics is a promising approach to char-
acterize phenotypes or to identify biomarkers.
It is also easily accessible through NMR, which
can provide a comprehensive understanding of
the metabolome of any living organisms. How-
ever, the analysis of 'H NMR spectrum remains
difficult, mainly due to the different problems
encountered to perform automatic identifica-
tion and quantification of metabolites in a re-
producible way. In addition, methods that per-
form automatic identification and quantifica-
tion of metabolites are often designed to process
one given complex mixture spectrum at a time.
Hence, when a set of complex mixture spec-
tra coming from the same experiment has to
be processed, the approach is simply repeated
independently for every spectrum, despite their
resemblance. Here, we present new methods
that are the first to either align spectra or to
identify and quantify metabolites by integrat-
ing information coming from several complex
spectra of the same experiment. The perfor-
mances of these new methods are then evalu-

ated on both simulated and real datasets. The
results show an improvement in the metabolite
identification and in the accuracy of metabolite
quantifications, especially when the concentra-
tion is low. This joint procedure is available in
version 2.0 of ASICS package.

Introduction

Among omics, metabolomics is promising to
identify potential biomarkers as the metabo-
lites are close to the final phenotype and be-
cause of the experiment’s moderate cost.! Nu-
clear Magnetic Resonance (NMR) allows to ob-
tain metabolomic profiles from easy-to-obtain
fluids (e.g., plasma, serum or urine), and NMR
spectrometers produce a spectrum from a sam-
ple of one of these fluids. We will term such
a spectrum a “complex spectrum” as it pro-
vides a profile of the quantification of all the
metabolites contained in the sample.? However,
the quantification is not direct: the complex
spectrum is made of several peaks, where one
peak can correspond to several metabolites, and



one metabolite is described by one or several
peaks —the quantity of the metabolite in the
sample varying proportionally to the area un-
der its peaks.

The classical approach to analyze such spec-
tra consists in cutting each spectrum in small
intervals, called buckets, and in computing the
area under the spectrum of each bucket to per-
form statistical analyses.®* Since buckets are
not directly connected to metabolites, this ap-
proach requires that NMR experts identify the
metabolites from the buckets that are found
relevant by the statistical analyses for a given
biological question. This identification step
is tedious, time consuming, expert dependent
and, by consequence, not reproducible. It also
leads to a serious loss of information since the
identification of metabolites is restricted to the
metabolites that correspond to extracted buck-
ets.”

To ease the use of NMR data, we de-
veloped a method, ASICS, which allows to
automatically identify and quantify metabo-
lites in NMR complex spectra®” (R Biocon-
ductor package at https://bioconductor.
org/packages/ASICS/, including preprocess-
ing steps and model fit). This method is based
on a library of pure spectra (i.e., spectra ob-
tained from a single metabolite) that is used as
a reference to fit a reconstruction model, lim-
iting the effect of signal overlap between pure
spectra. The model fit provides a measure of
the relative quantity of metabolites in every
sample (if an internal standard is used, ab-
solute quantities can also be derived). This
method has been evaluated in Lefort et al.,”
where quantifications of metabolites were per-
formed on urine of diabetic patients and on
plasma of pig fetuses and were compared to
a manual identification and quantification per-
formed on a few targeted metabolites. Over-
all, the comparison showed that the automatic
quantification provided results similar to the ex-
pert manual processing but in a much shorter
amount of time and with an easily reproducible
procedure. This makes this approach usable
even for very large datasets (the overall pro-
cessing of a complex mixture spectrum takes
approximately 2 minutes on a standard laptop).

It also showed that ASICS had a much bet-
ter sensitivity / specificity trade-off than other
automatic identification methods such as bat-
man® or Bayesil? and improved quantification
compared to targeted automatic quantification
methods like rDolphin'® or Autofit. !

However, we also showed that quantifications
of less concentrated metabolites were of poorer
quality, as is often the case in automatic meth-
ods, because these metabolites are hard to dis-
tinguish from the noise level. To improve the
quantification of lowly concentrated metabo-
lite, preprocessing steps of the analyzed com-
plex spectrum are critical. Among critical pre-
processings, one of them aims at aligning ev-
ery pure spectrum of the reference library on
the analyzed complex mixture. ASICS uses its
own alignment, inspired by the alignment im-
plemented in speaq,!? but NMR tools include
methods that were also designed to perform
spectrum alignment, like icoshift'® or speaq.!?
However, whatever the identification and quan-
tification tools, they are all designed to process
the complex spectra one by one, independently,
which is under-efficient when these come from
the same experiment in closed conditions and
thus share some similarities with one another.

Here, we present a new method to align pure
spectra with the complex spectra of a sample of
interest and to estimate quantifications that in-
tegrate information obtained from several com-
plex spectra of the same experiment. The joint
alignment is performed by automatically cali-
brating one of the parameters of the alignment
algorithm. The joint quantification uses the
joint alignment and is based on the use of a
multivariate regression model incorporating a
group sparse penalty. Both approaches are eval-
uated on simulated spectra (for which a ground
truth is available) and on a real dataset of new-
born piglet plasma and lead to improved identi-
fication and quantification, especially for lowly
concentrated metabolites. This joint procedure
is available in version 2.0 of ASICS package.



Methods and tools

General overview of the quantifica-
tion strategy

Automatic identification and quantification of
metabolites in a complex spectrum, f, is per-
formed using a reference library of p pure spec-
tra, (g;)j=1,..p (e.g., spectra obtained from a
single metabolite).®” The method then fits a
model where the complex spectrum is decom-
posed into a linear combination of pure spectra
in which the estimated coefficients divided by
the number of proton u; of the metabolite j,
(8,);/(uj);, correspond to the quantification of
the corresponding metabolites j € {1,...,p}.
To obtain valid quantifications, the coefficients
(B;); are thus additionally constrained to be
positive or null, which leads to the following
model:

£(t) = 3_By&i(t) +e(t) with 8,0, (1)

where f(t) and (g;(t));=1,., respectively cor-
respond to the complex spectrum to quantify
at chemical shift ¢ (in ppm) and to the jth
spectrum in the reference library also at chem-
ical shift ¢. The noise €(t) is assumed to be
structured such that e(t) 1L e(t') for t # ¢
and includes both an additive noise €;(¢) and
a multiplicative noise €1(t) such that: €(t) =

;):1 ,ngj(t)el(t) + Eg(t) where €1 N(O,w%),
€ ~ N(0,w?) and wy, wy are user-defined val-
ues (mult.noise and add.noise respectively in
ASICS R package).

However, the model is fitted only after a num-
ber of preprocessing steps have been performed
as illustrated in Fig. 1 (see Lefort et al.” for
further details): a library cleaning step se-
lects a limited number of relevant pure spectra
in the reference library to be used in model (1)
in order to improve its fit. Then, two align-
ment steps are performed to align the peaks of
every selected pure spectrum, g;, to the peaks
of the complex spectrum f. These steps are
necessary to correct peak shifts or distortions
(expansion or narrowing) due to technical vari-
ations during the acquisition process (e.g., pH

Alignment of
the reference
library spectra

Metabolite

quantification
(model fit)

Library
cleaning

Figure 1: Steps of the metabolite quantification
of NMR spectra.

or temperature). A global shift, s;, is first esti-
mated individually for every pure spectrum g;
and a refinement of this shift is then performed
for every peak in g; to estimate additional local
shifts.

In addition, a postprocessing step is per-
formed after the model of Equation (1) has
been fitted. It aims at controlling the num-
ber of falsely selected metabolites. A multi-
ple testing selection procedure based on
FamilyWise Error Rate (FWER) is performed
and consists in computing a threshold, v;, for
each metabolite, which depends on all the esti-
mated parameters (8;);—1,.., and then in set-
ting to 0 estimates (i.e., quantifications) such
that {3, <v;}.

The following two paragraphs will describe
in more detail the two alignments steps, for
which a joint version is proposed in this ar-
ticle. These alignments cannot be performed
with usual NMR alignment methods because
peaks are much more rare in pure spectra than
in complex spectra and are thus harder to pre-
cisely bound (in complex spectra, a peak is nat-
urally bounded by its neighbor peaks). Techni-
cal drifts are also generally larger because pure
spectra usually cannot be acquired in the same
batch of experiments. The solution consists in
first obtaining a global shift s; by optimizing:

s; = argmax Corppr(£(1),g;(t +5))  (2)

s<mi

where Corppr is the the fast Fourier transform



(FFT) cross-correlation'® between the complex
mixture f and a set of pure spectra g; shifted
by s < m; with m; a maximum shift defined
by the user.

Then, each peak of the pure spectrum is in-
dependently aligned on the complex spectrum
f locally, using a warping function that is con-
strained with a local maximum shift, my =
m1/5. These two alignment steps result in
an aligned reference library corresponding to
the complex spectrum f whose quality is thus
strongly conditioned on the user-defined param-
eter myq.

When the quantification is performed on n
complex spectra, (f;);=1.. ., from the same ex-
periments, a naive approach would be to per-
form all these steps independently for each com-
plex spectrum. This would result in n differ-
ent selections of the metabolites to be included
in the model (library cleaning step) and in n
aligned reference libraries. These aligned ref-
erence libraries all depend on a unique max-
imum allowed shift, m,, defined by the user
and that generates global shifts, (s;;);, and lo-
cal shifts specific to the corresponding com-
plex spectrum f;. In addition, in Equation (1),
the error term ¢;(¢t) and the estimated coeffi-
cients (8;;); would all depend on the complex
spectrum under study, independently from each
other, as well as the thresholds, (;;); that con-
trol the FWER.

However, complex spectra from the same ex-
periment share some common traits. It is thus
expected that using joint steps, in which clean-
ing, alignment and quantification are some-
how “constrained” to share similarities between
all complex spectra of a same experiment or
of a same condition within an experiment,
has the potential to improve the overall qual-
ity of metabolite identification and quantifica-
tion. In the next two sections, we describe
two procedures for joint reference library align-
ment and joint metabolite quantification, re-
spectively. Note that these two procedures are
not meant to be used together (Fig. 2): joint
alignment aims at providing n aligned reference
libraries for which the maximum shift allowed,
my, is optimally and automatically tuned for in-
formation coming from all spectra rather than

being user defined. This refined joint alignment
has the potential to improve quantification of
the metabolites when the model (1) is fitted
independently for each complex spectrum (as
illustrated in the Section “Results and discus-
sion”).

On the other hand, the joint quantification is
a globally joint procedure that uses an aligned
library that is common to the n complex spec-
tra. It thus includes its own alignment step,
derived from the joint alignment procedure and
called the “common alignment” step. Advan-
tages and drawbacks of these two joint ap-
proaches, depending on the experiment char-
acteristics and on the user’s expectations, are
discussed in the Conclusion.

Library
cleaning
[based on peak] [based on FWER]‘
presence selection
{2} Library
alignment

[independent] [ joint ]
Metabolite

quantification \ /

Metabolite
selection

with FWER
control

Figure 2: Four different scenarios for auto-
matic metabolite quantification (red: indepen-
dent alignment and quantification, blue: joint
alignment and independent quantification, yel-
low: joint alignment and basic joint quantifi-
cation and green: joint alignment and joint
quantification with FWER cleaning step). The
other preprocessing steps (normalization, base-
line correction, ...) are common to all ap-
proaches and described in Section 2.1 of Lefort
et al.”



Joint alignment of the reference li-
brary

In the previously described alignment steps, the
reference library is aligned independently on all
complex spectra f; and all pure spectra in the
reference library g; but this alignment depends
on a unique maximum allowed shift, m;, used
for both the global and the local alignments.
This parameter somehow represents the “typical
maximum shift” expected for the experiment
and it is critical to properly set the range of val-
ues that are maximized with the Corrppr mea-
sure as in Equation (2). Previous experiments
have shown a rather important sensitivity to
this parameter and also that its value would be
better determined depending on a given pure
spectrum, g;, because it presents high varia-
tions in relation with the range of the spectrum
shifts.

The idea of the joint alignment of the ref-
erence library is therefore to automatically
set a specific maximum allowed shift for each
pure spectrum, m;;, using information obtained
from all complex spectra. This method thus in-
creases the number of maximum shifts from 1
to p and provides more flexibility to account for
the difference between pure spectra, while be-
ing more adapted to the given set of complex
spectra. It is summarized in Fig. 3 and the full
method is given in Algorithm 1.

More precisely, for a given pure spectrum g,
my; is tuned by performing a rough quantifi-
cation based on several maximum shift can-
didates (steps 3-4 of the algorithm) and by
independently computing a measure of fitness
between this estimated quantification and a
bucket area for all complex spectra (step 5).
Even if the bucket area is a poor estimate of the
true metabolite quantification, having this in-
formation from several complex spectra allows
to make it usable to compute a relevant quality
measure of the alignment preprocessing (step
10) and thus of each maximum candidate shift.
The “best” maximum shift is therefore finally
selected from this quality measure (step 12).

Global and local alignments of every pure
spectrum g; are performed for all complex spec-
tra (f;); using the estimated maximum shift

mij, and an additional joint post-processing
step is then performed: the global alignment re-
sults in the computation of global shifts (s;;);,
all smaller than my;. Outlier shifts (s;; for
which |s;; — median(s;;)i=1,.| > 5 X (t2 —
t1)) are thus further corrected and replaced by
median(sy;)i=1, ., i

Joint metabolite quantification us-
ing a multivariate Lasso

In the standard procedure where complex spec-
tra are all processed independently from one an-
other, the identification of metabolites present
in a given complex spectrum f; is performed by
a postprocessing step performed after the model
fit. This procedure uses thresholds, v;;, based
on FWER control, that are obtained indepen-
dently for each complex mixture f; and allows to
decide whether the metabolite 5 should be se-
lected or not. This approach allows to control
the FWER of the metabolites in every complex
spectrum f; but can suffer from a lack of power.
Since complex mixture spectra of a same exper-
iment are expected to share a large fraction of
common metabolites, the identification power
of the procedure could be improved by using in-
formation from all spectra rather than perform-
ing the selection independently. In addition, in
this independent approach, the quantification
(model fit) and the identification (FWER con-
trol) are performed in two consecutive steps.
The idea of the proposal described in this sec-
tion is to address these two issues by designing
a joint approach with a simultaneous identifi-
cation and quantification that are based on all
complex spectra at a time.

To do so, the idea is to fit a multi-response
version of model (1), in which the simultane-
ously predicted values are F, the (¢ x n)-matrix
of columnwise complex spectra (f;);—1,._,. This
requires to obtain an aligned reference library
common to all complex spectra, G, which
is made of the (¢ x p)-matrix of columnwise
aligned pure spectra (g;);=1,., and will serve
as predictor of the multi-response version of
model (1). In short, this common aligned refer-
ence library is based on the same preprocessing
and postprocessing steps as the ones described
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Figure 3: Overview of the different steps of the joint alignment of the reference library.

Algorithm 1 Joint alignment of the reference library.

Require: set of candidate maximum shifts: M = (m¥)e=1. &

1: for all m} € M do

2: foralli=1,...,nand j=1,...,pdo > rough estimation of the quantification based on

model fit and bucket areas
find the best global shift sj; to align g; on f; by maximizing Corrppr as in Equation (2)

4: perform the model fit as in Equation (1): return quantification ij = BZ Ju;

5: compute area of the bucket in f; at the position of every peak, [, in g;: return bucket
areas (Af;);

6: end for

7: end for

8 forall j=1,...,pdo

9: for all mf € M do > assessment of the quality of maximum shift candidates

10: evaluate quality of my as: Cj; = max; Cor(A%Y,, Q%)

11: end for

12: return mj; = argmax,xcq Cp; > selection of one maximum shift for every pure spectrum

13: end for




in Fig. 1 that are aggregated using, for instance,
a user defined ratio of common evidence within
complex spectra, r.. It contains two cleaning
steps, designed to reduce the size of the refer-
ence library, p, and global and local alignment
steps. Technical details on how the common
aligned library is obtained are provided in Al-
gorithm S1 of Supplementary File 1.

The multi-response model is then based on a
matrix version of the least square minimization
problem used to solve model (1), which writes:

1
argmin - ||F — TGAT 2, st B,>0 (3)
ﬁeRan 2

where I is the diagonal covariance matrix of the
residuals and ||.||r is the Frobenius norm. In
this version, the quantification of the metabo-
lite associated to pure spectrum g; in complex
spectrum f; are based on the estimated coeffi-
cient 3;;.

In addition, the use of a Lasso-type penalty to
the square loss of Equation (3) is known to be
efficient for selecting variables.'® This type of
penalty indeed enforces the sparsity of the so-
lution of the minimization problem, i.e., the es-
timated coefficients (3,;); ; are forced toward 0,
except for those most important for the predic-
tion quality. In our case, a desirable property
would be that all (8;;)i=1,...., are forced toward
0 simultaneously for a given j, i.e., that a given
metabolite j is jointly identified or not iden-
tified for all samples. This can be performed
by the use of a group-Lasso approach,!6 that is
based on the £1-f, norm Y°¥_ [|8 1%, with 3
the vector of length n, (8;;)i=1,..n-

Finally, the solved minimization problem is
identical to the one implemented in the R pack-
age glmnet!” and described in Simon et al.:'8

1
arg min {§HF ~TGB" |3+

BERPXN
P
)‘Z ||ﬂg||2} , st ﬁji >0 (4)
j=1

The parameter A > 0 is used to control the
trade-off between the accuracy to the data (the
error term computed with the Frobenius norm)
and the model sparsity. It is usually tuned by

cross-validation.

Implementation

Joint alignment and quantification are imple-
mented in ASICS package version 2.0 (R Bio-
conductor package at https://bioconductor.
org/packages/ASICS/). The user can define
which approach to use (spectrum-dependent or
joint alignment or quantification) by setting the
following arguments:

joint.alignment to decide whether a joint
alignment (if joint.alignment=TRUE) or
an independent alignment (otherwise) is
performed;

quantif.method to decide which type of quan-
tification to perfom. The choices are ei-
ther "FWER" (independent quantification
for every complex spectrum), "Lasso"
(not including “Cleaning step 2” for com-
mon library alignment) or "both" (in-
cluding “Cleaning step 2” for common li-
brary alignment). The fit of model (4)
is performed using the R package glm-
net (version 3.0-2) and the regulariza-
tion parameter, A, is also tuned by
the cross-validation procedure available in
this package.
Note that if quantif.method is not set to
"FWER", the argument joint.alignment
has no effect since the common alignment
procedure of Algorithm S1 of Supplemen-
tary File 1 is automatically performed;

clean.threshold to set r. when a joint quan-
tification is performed.

Experimental data and design

The joint alignment and joint quantification
performances were assessed separately using
two datasets: a simulated dataset was first used
because of the ease to obtain a ground truth
(true shift or true quantification) for perfor-
mance quantification. A real dataset, in which
some metabolites have been directly quantified
using dosages, was also used to evaluate both



aspects (but with no ground truth available for
the shift, the alignment quality was evaluated
indirectly by its impact on the quantification
quality). Our approach was also compared with
state-of-the-art alternatives freely available to
perform alignment and/or quantification.

Simulated spectra

To assess the performances of joint alignment
and joint quantification, we first simulated n
spectra (f;);—1_, with metabolites in known
concentrations, lN),-j, from some of the p pure
spectra (g;);=1,.., present in ASICS reference
library. Parameters used to calibrate distribu-
tions for quantification simulations and shifts
were obtained from previously analyzed real
datasets and the precise steps of the simula-
tions are described in Section S2.2 of the Sup-
plementary File 1. They resulted in n = 100
simulated complex spectra, each composed of
approximately p; ~ 82 pure spectra that cor-
respond to metabolites in known concentration
(Supplementary File 2). The complex spectra
were simulated in accordance with the model of
Equation (1), as shown in Equation (S1) of the
Supplementary File 1. The simulation process
itself was repeated to obtain 100 such datasets.

Plasma spectra of newborn piglets

In addition, the performances were also as-
sessed on newborn pig metabolome, obtained
during the SuBPig project (funded by INRAE
GISA 2018-2019). In this project, 'H NMR
spectra were acquired on a Bruker Avance III
HD NMR spectrometer (Bruker SA, Wissem-
bourg, France) operating at 600.13 MHz for
'H resonance frequency from plasma of 97 Large
White newborns collected on umbilical cord.
NMR raw spectra are available in the Metabo-
lights database: ' MTBLS2137. The same sam-
ples were also used to obtained the concentra-
tions of 27 targeted amino acids measured with
an Ultra Performance Liquid Chromatography
(UPLC). Details on the experimental protocol
are available in Section S2.2 of the Supplemen-
tary File 1 and basic statistics on amino acid
dosages are provided in Table S1.

NMR spectra were preprocessed and quanti-
fied using ASICS with default procedure and
parameters, except for the threshold under
which the signal is considered as noise that was
set at 0.01 and the multiplicative and additive
noise standard deviations that were set at 0.07
and 0.09 respectively. Noises were set at realis-
tic values using fourteen technical replicates of a
pool sample. The alanine peak (1.47-1.50 ppm)
was used to set the multiplicative noise and the
noisy area (9.4-10.5 ppm) was used to set the
additive noise. Details on the preprocessing of
these spectra are available in Section S2.2 of the
Supplementary File 1.

Evaluation of the joint alignment

The joint alignment procedure was compared to
independent alignment as performed in ASICS
and in two other tools designed for that pur-
pose: icoshift'® (version 3.0) and speaq'? (ver-
sion 2.6.1). All alignment methods were run
for both datasets (simulated dataset and piglet
plasma dataset) and, on the simulated dataset,
100 simulations of 100 complex spectra were
performed to ensure the robustness of the re-
sults. In addition, assessment of the perfor-
mance was not obtained identically for both
datasets.

For each simulated dataset, a cosine sim-
ilarity was computed for any metabolite j be-
tween the true (unknown) contribution of its
given pure spectrum, g;, to the simulation of f;
(ground truth) and the result of the alignment
of g; on f;. For the sake of simplicity, this sim-
ilarity was computed using the alignment ob-
tained on a single reference complex spectrum,
f;+, that was the most similar (in terms of aver-
age cosine similarity) to all other complex spec-
tra. This measure allowed to use the ground
truth of the simulation to assess the quality of
the alignment in a simple and efficient way.

In addition, the non-parametric Durbin test 2
(as implemented in the R package PMCMR?!)
was used to test the significance of the dif-
ferences in cosine similarity between different
alignment methods. The Durbin test allows to
account for the pairing of metabolites across ex-
periments and is also able to cope with the in-



completeness of block design that is due to the
fact that different metabolites are used to gen-
erate the reference complex spectrum f;« across
simulated complex spectra within one dataset.

Once the reference library had been aligned, it
was submitted to the ASICS independent quan-
tification algorithm. The effect of the quality
of the alignment on the quality of the identifi-
cation and on the quantification was assessed.
The metabolite identification quality was eval-
uated by comparing the identified metabolites
with the metabolites truly used in the simu-
lation. The significance of the difference in
method sensitivity and specificity was assessed
using Kruskal-Wallis test followed by the post-
hoc Nemenyi test.

Finally, the metabolite quantification quality
was evaluated by computing the correlation be-
tween the estimated metabolite quantification
b, and the ground truth metabolite quantifi-
cation f)j across ¢ = 1,...,n. As for align-
ment quality, the significance of the differences
between methods was tested using the Durbin
test.

For the piglet plasma dataset, we did not
know all metabolites that were truly present in
the complex spectra so we could not perform
the direct evaluation of the alignment qual-
ity, nor the evaluation through the quality of
metabolite identification. However, we were
able to assess the impact of the alignment on
the quality of some metabolites’ quantification.
This was done by computing correlations be-
tween estimated quantifications and UPLC con-
centrations, which are used as reference mea-
sures here. The significance of the differences
between methods was tested using the Durbin
test followed by post-hoc Durbin tests.

Evaluation of the joint quantifica-
tion

Different scenarios of the joint quantification
method were evaluated: joint quantification
with a single cleaning step (in yellow in Fig. 2),
joint quantification with a second cleaning step
(in green in Fig. 2), for which several values of
the ratio of common evidence (r.) were tested:
re € {1%,10%,50%}. This joint quantifica-

tion procedure was compared with quantifica-
tions obtained with ASICS independent quan-
tification (in blue in Fig. 2). On the piglet
plasma dataset, we also compared the results
with another quantification method, performed
independently on each complex mixture spec-
trum: the one implemented in the R package
rDolphin'® (which was the alternative quan-
tification method which performed best among
those tested in Lefort et al.”). This method
requires to provide a list of targeted metabo-
lites for which the quantification has to be per-
formed. This list is naturally provided by the
UPLC dosages in the piglet plasma dataset, but
no such natural choice is available for the sim-
ulated dataset.

The quality of the quantification was assessed
as already described in Section “Evaluation of
the joint alignment”, by correlation between
estimated quantifications and simulated ones
(simulated dataset) or either by correlation be-
tween estimated quantifications and UPLC con-
centrations (piglet plasma dataset). Note that
rDolphin produces a quantification for several
regions of interest that it has identified in the
metabolite pure spectrum. We chose to keep
only the highest correlation with the UPLC
concentrations in our final results in order to
show the “best case scenario” of rDolphin.

Results and discussion

Evaluation of ASICS joint align-
ment procedure

Fig. 4 provides cosine similarities between the
true contribution of g; to the simulation of f;
(ground truth) and the result of the alignment
of g; on f;« for the simulated dataset. This
shows that the joint alignment outperforms the
other methods. In addition, differences between
methods (p-value < 0.001; Durbin test) as well
as pairwise differences (p-values < 0.001 for all
pairs; Durbin post-hoc test) were all found sig-
nificant.

The median cosine similarity for ASICS joint
alignment is equal to 0.51 overall but increases
to 0.99 when computed on the 30 more con-
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versions) for 100 reference spectra correspond-
ing to the 100 simulations. Points correspond
to the cosine similarity of the 30 more concen-
trated metabolites in every simulation.

centrated metabolites only. This is explained
by the fact that peaks of very lowly concen-
trated metabolites are usually under noise sig-
nal in the complex spectra and are thus not
or poorly detected. For these upmost concen-
trated metabolites, the median cosine similar-
ity is equal to 0.97 for icoshift and to 0.90 for
speaq, both results still significantly differ from
ASICS joint alignment performances (p-values
< 0.001 in both cases; Durbin post-hoc test).
A similar positive impact of the joint align-
ment was also obtained on subsequent identi-
fications and quantifications for the simulated
dataset (Fig. S1 and Table S2 of the Sup-
plementary File 1). More precisely, from the
identification point of view, the results showed
that, even if the sensitivity across methods
is not significantly different (p-value 0.60;
Kruskal-Wallis test), the specificity was im-
proved by ASICS joint alignment (p-values <
0.001; Kruskal-Wallis test). Quantifications
were also improved by ASICS joint alignment
(p-values < 0.001; Durbin tests). Median cor-
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relations were equal to 0.30 for ASICS inde-
pendent alignment, to 0.32 for icoshift align-
ment, to 0.34 for speaq alignment and to 0.35
for ASICS joint alignment (p-values < 0.001;
Durbin post-hoc tests). Again, median corre-
lation of ASICS joint alignment increased to
0.79 when considering only the 30 upmost con-
centrated metabolites (between 50% and 60%
of estimated quantifications were equal to 0).
Fig. S2 of the Supplementary File 1 also pro-
vides examples of one simulated complex spec-
trum, its corresponding reconstructed spectrum
(after alignment and model fit) and the resid-
ual spectrum (the simulated complex spectrum
minus its reconstructed spectrum) for differ-
ent methods. This figure confirms that ASICS
alignments lead to a better reconstruction of
the complex spectrum, with smaller residuals.
The difference between ASICS joint and inde-
pendent alignments is not as visible and strong
than the difference between ASICS alignments
and other ones.

In addition, the sensitivity of the perfor-
mances of the independent and the joint align-
ment procedure to different magnitudes of shifts
in the simulated data was also assessed. The
results (see Figure S3 of Supplementary File 1)
show that the joint alignment leads to signifi-
cantly improved results for the highest shift val-
ues (p-value < 0.001 overall; Wilcoxon paired
tests).

Finally, computational time for the different
alignment procedures were obtained on a 24
processor (3.00GHz Intel) 256Go RAM server
(with Debian 4 OS): processing of a given
dataset (100 complex spectra) took 1 minute
for icoshift, 2h45 for speaq, 18 minutes for
ASICS independent alignment and 34 minutes
for ASICS joint alignment.

The evaluation of the impact of the align-
ment on the quality of the quantification for
the piglet plasma dataset exhibited a similar
trend (Fig. S4 and Table S3 of the Supple-
mentary File 1). Correlations between quantifi-
cations and UPLC dosages were found higher
with ASICS joint alignment (median = 0.61)
than with ASICS independent alignment (me-
dian = 0.44; p-value = 0.08; Durbin post-hoc
test), speaq alignment (median = 0.21; p-value



< 0.001, Durbin post-hoc test) or icoshift align-
ment (median = 0.32; p-value < 0.001, Durbin
post-hoc test). In particular, ASICS joint align-
ment allows to improve the quality of align-
ment and subsequent quantification of metabo-
lites for which the pure spectrum has a small
number of peaks. For instance, the glycine has
a pure spectrum with only one peak. In the
complex spectra on Figure 5, the actual peak
of glycine is at 3.57 ppm. However, with in-
dependent alignment, pure spectra of glycine
were usually aligned around 3.56 ppm (red spec-
tra). Thus, the correlation between UPLC con-
centrations and estimated quantifications was
equal to 0.07 instead of 0.88 with a joint align-
ment.

10.04

7.5+

Intensity
o
o

2.5+

A

3.56 3.57 3.58
Chemical shift (in ppm)

0.0+

3.55

Pure spectrum of

glycine

Aligned spectra of
=== glycine with the

joint version

=== Complex spectrum
Aligned spectra of

=== glycine with the
independent version

Figure 5: Glycine pure spectrum aligned on ev-
ery complex mixture spectrum by ASICS inde-
pendent or joint alignments.

Evaluation of ASICS joint quantifi-
cation

On the simulated dataset, the quality of
metabolite identification was found to be op-
posite for sensitivity and specificity. The best
method in terms of sensitivity was ASICS joint
quantification with a single cleaning step and
the worst methods were ASICS independent
quantification and ASICS joint quantification
with 7. = 50%, both being very stringent on
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the identified metabolites (Fig. 6a). On the
contrary, these latter two methods were the
ones with the best specificity, whereas ASICS
joint quantification with a single cleaning step
achieved the worst specificity (Fig. 6b).

From the quantification point of view
(Fig. 6¢), ASICS joint quantification with r.
50% is the method that achieves the best per-
formances (median correlation equal to 0.46,
whereas all the others are below 0.4; p-value
< 0.001 for each pairwise comparison; Durbin
post-hoc tests). When looking at the two meth-
ods with the highest specificity (ASICS inde-
pendent quantification and ASICS joint quan-
tification with r. = 50%), the quantification
was found better with the joint approach (me-
dian correlation equal to 0.35 and 0.46 respec-
tively; p-value < 0.001; Durbin post-hoc test).
Indeed, the FWER selection procedure used
in ASICS independent quantification leads to
an under-efficient selection procedure that sets
some quantifications to 0 when the joint quan-
tification is able to better estimate their small
values (Fig. S5 of the Supplementary File 1).

Finally, computational time for the different
alignment procedures were obtained on a 24
processor (3.00GHz Intel) 256Go RAM server
(with Debian 4 OS): automatic quantification
of one dataset (100 complex mixture spectra)
took 7 minutes for ASICS independent quan-
tification, 7 minutes 30 for ASICS independent
quantification without the cleaning step and 35
minutes with the cleaning step. When the ref-
erence complex mixture spectrum used for the
alignment is provided by the user, ASICS inde-
pendent quantification with the cleaning step
took 15 minutes.

Correlations between quantifications and
UPLC dosages for the piglet plasma dataset
are displayed in Fig. 7 for the different meth-
ods. Overall, it shows that ASICS joint quan-
tification with r. = 50% again performs the
best on this dataset (quantifications are pro-
vided in Supplementary File 3). In particular,
ASICS joint quantification gives results signif-
icantly better than rDolphin (median correla-
tions equal to 0.87 and 0.75, respectively; p-
value < 0.001; Durbin post-hoc test). rDol-
phin performed worse despite the fact that the
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method was given the metabolites of interest
in contrast to ASICS that performs its own
metabolite identification.
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Figure 7: Correlation between quantifications
and UPLC dosages by quantification method.
Points correspond to all correlations.

In this dataset, amino acid dosages allow to
explore a wide variety of concentration values
from very concentrated metabolites (alanine or
glycine, more than 500umol/L on average) to
very lowly concentrated metabolites (methion-
ine or ornithine, less than 50umol/L on aver-
age). ASICS joint quantification allows to ad-
dress one of the limits of ASICS independent
quantification described in Lefort et al.,” where
quantifications of lowly concentrated metabo-
lites were found of poorer quality. Here, the me-
dian correlation of lowly concentrated metabo-
lites (< 100pumol/L) was improved by the joint
approach with r, = 50%: median correlations
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were equal to 0.77 versus 0.50 (p-value < 0.001;
Durbin post-hoc test) for the same two meth-
ods (see also examples on the serine and the
methionine in Fig. 8).

In addition to these two examples, ASICS
joint quantification also allows to more accu-
rately quantify other types of metabolites that
were not identified or were identified only in a
few spectra with the FWER selection of ASICS
independent quantification.

Another case where ASICS joint quantifica-
tion with r. = 10% provides better results than
ASICS independent quantification is the case
where the pure spectrum of a metabolite has
several peaks close to the noise level due to a
large number of peaks in this spectrum. This
is the case of the lysine, for instance, which has
a correlation equal to 0.88 with ASICS joint
quantification (r. = 10%) and to 0.42 with
ASICS independent quantification.

Conclusion

To the best of our knowledge, ASICS joint
alignment and quantification approaches are
the only automatic approaches that allow to ac-
count for multiple samples for automatic iden-
tification quantification of metabolites in com-
plex mixture spectra. Both joint steps lead
to improved quantification accuracy and a bet-
ter identification of metabolites present in the
complex mixture. In particular, the joint ap-
proaches are efficient to help identify metabo-
lites with low concentrations, which are hard
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green).

to distinguish from the noise level. This is true
even when using the joint approaches in com-
bination with stringent pre-filtering steps (7.
50%), which are necessary to control the num-
ber of false identifications. Finally, with the
flexibility offered by the setting of a less strin-
gent pre-filtering step (r. = 1% or r. = 10%),
the user can also quantify very lowly concen-
trated targeted metabolites that are known to
be present in the complex mixture. Overall,
the joint approaches allow to leverage the initial
weakness of ASICS independent quantification
as well as those of most automatic identification
methods on the poor identification and quantifi-
cation of lowly concentrated metabolites. Joint
approaches can result in an increased compu-
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tational time, especially for the quantification,
but the computational time still remains ac-
ceptable (less than one hour for ~ 100 complex
spectra) and can result in a strong improvement
of the signal reconstruction and of the quantifi-
cation, especially when complex spectra were
acquired with large shifts in the peak positions
compared to the reference library.
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formation (common preprocessing step,
spectra simulation algorithm, experimen-
tal protocol, additional tables and figures
including detailed comparison results).

Supplementary File 2.csv: information
on the metabolites used in the simula-
tions (number of datasets in which the
metabolite is included, average number
of complex mixture spectra in which the
metabolite is included over datasets, max-
imum and average contribution to the
simulated complex spectra).

Supplementary File 3.csv: quantification
and identification results for the best
method for the plasma spectra of newborn
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